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Sparsest Cut

• Given graph 𝐺 = (𝑉, 𝐸), define sparsest cut (aka edge expansion) 
as

𝜙 𝐺 = min
𝑆⊆𝑉

|𝐸 𝑆, 𝑆𝑐 |

𝑆 ⋅ |𝑆𝑐|



Approximating sparsest cut

• Spectral: 𝑂( 𝜙)-approximation

• LP-based: 𝑂(log 𝑛)-approximation [LR]

• SDP-based: 𝑂( log 𝑛)-approximation [ARV], [AK], [Sherman]

• Fast (almost-linear time) algorithms exist

• Can we attain a better approximation ratio?



𝑂(1)-approximation?

• It is UGC-hard to approximate sparsest cut to an 𝑂 1 factor

• It is unknown whether 𝑂(1)-approximation is possible in 
subexponential time



Steurer’s conjecture

In words: if a set of vectors have very low global correlation, there 
are two large cores of constant distance from each other



How to connect the dots?

Steurer’s idea is to combine the three:

• Subspace enumeration

• ARV region growing

• Relating threshold rank to global correlation of vectors



Steurer’s blueprint
Is the 𝑐-threshold rank of 𝐺

smaller than 𝑛𝜀?

Find SDP solution with low global 
correlation (?)

Subspace enumeration: find 
solution in the top eigenspaces of 

𝐴(𝐺)

Apply Steurer’s conjecture to 
extract 𝐴, 𝐵

YesNo

Apply ARV region growing



Our goal

• To understand how Steurer’s conjecture implies subexp-time 
algorithm for sparsest cut, via Lasserre hierarchy

• Today: introduce Lasserre hierarchy and discuss how to round 
Lasserre solutions

• Next week: details and proofs, complete the picture
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SDP hierarchy: setup

• Combinatorial optimization

• Objective function 𝑔: 0, 1 𝑛 → ℝ, extensible to 𝑔: 0, 1 𝑛 → ℝ

• Subject to linear constraints: 𝑥 ∈ 𝐾 ≔ {𝑥′: 𝐴𝑥′ ≥ 𝑏}

• Optimizing for 𝑥 ∈ 0, 1 𝑛 ∩ 𝐾 is hard in general

• Optimizing for 𝑥 ∈ 𝐾 is easy, but how to round solution?

• SDP hierarchies try to balance efficiency and integrality gap



SDP hierarchy: idea

• Idea is to add additional (SDP) constraints that all integral 
solutions satisfy

• Finer and finer feasible region:

𝐾 = 𝐿𝑎𝑠0 𝐾 ⊇ 𝐿𝑎𝑠1 𝐾 ⊇ ⋯ ⊇ 𝐿𝑎𝑠𝑛 𝐾



Lasserre hierarchy



Interpretation

• The variables 𝑥𝑖 can be regarded as Pr
𝑋
[𝑋𝑖 = 1]

• The variables 𝑦𝐼 (𝐼 ⊆ [𝑛]) represent joint probabilities

• In the 𝑡-th round of Lasserre hierarchy, 𝑦𝐼 are only constrained for 
𝐼 ≤ 2𝑡 + 1

• They define local distributions



Basic properties

• Lasserre hierarchy is an increasingly tight relaxation of the 
original optimization problem

• The 𝑡-th level of Lasserre hierarchy has 𝑛𝑂(𝑡) variables

• For 0 ≤ 𝐼 ≤ 𝐽 ≤ 𝑡, we have 0 ≤ 𝑦𝐽 ≤ 𝑦𝐼 ≤ 1



Proofs

Lasserre hierarchy is an increasingly tight relaxation of the original 
optimization problem:



(Almost) blank page
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Proofs

For 0 ≤ 𝐼 ≤ 𝐽 ≤ 𝑡, we have 0 ≤ 𝑦𝐽 ≤ 𝑦𝐼 ≤ 1:



Geometric interpretation of 𝑀𝑡(𝑦)

• We have 𝑀𝑡 𝑦 ≔ 𝑦𝐼∪𝐽 𝐼 , 𝐽 ≤𝑡
≽ 0

• Meaning: there exists vectors 𝑣𝐼 𝐼 ≤𝑡 ⊆ ℝ2𝑛 such that 𝑣𝐼 , 𝑣𝐽 =
𝑦𝐼∪𝐽

• For example we immediately have 𝑣𝐼
2 = 𝑦𝐼
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Basic rounding mechanism

• Start with Lasserre solution 𝑦 ∈ 𝐿𝑎𝑠𝑡(𝐾)

• 𝑥𝑖 = 𝑦 𝑖 are between 0 and 1

• Goal: round to an integral solution

• We don’t quite know how to do that without suffering loss in 
objective…



“Lift and Project”

• But we can have 𝑡 integral entries!

• Idea: project solution 𝑦 ∈ 𝐿𝑎𝑠𝑡(𝐾) to solution 𝑦′ ∈ 𝐿𝑎𝑠𝑡−1(𝐾), 
such that 𝑥𝑖

′ = 𝑦{𝑖}
′ ∈ {0, 1}

• In the end, 𝑡 entries will be in {0, 1}

• Round the rest according to the marginal distribution



Projection lemma

This should remind us of conditional probability



Proof



Remark

• The order of conditioning does not matter!
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Correlation rounding

• From 𝑦 ∈ 𝐿𝑎𝑠𝑡(𝐾), we can obtain solutions with at most 𝑡 integral 
entries

• For non-integral entries, we just use marginals to round randomly

• When does this yield a good integral solution?



Good rounding when?

• Ideal case: entries are independent

• Close to ideal case: entries are almost independent

• For graph CSP’s, only 𝑋𝑖 , 𝑋𝑗 over 𝑖, 𝑗 ∈ 𝐸 matter

• We expect rounding to be good if local correlation is small



Definitions

• From 𝑦 ∈ 𝐿𝑎𝑠𝑡+2(𝐾), we can obtain solutions with 𝑡 integral 
entries

• Define local correlation as
𝔼 𝑖,𝑗 ∈𝐸[ 𝑦𝑖𝑗 − 𝑦𝑖𝑦𝑗 ]

• Define global correlation as
𝔼𝑖,𝑗∈𝑉[ 𝑦𝑖𝑗 − 𝑦𝑖𝑦𝑗 ]



Global correlation

• Use variance σ𝑖 𝑥𝑖(1 − 𝑥𝑖) as potential function

• If global correlation is high, can project one level down while 
decreasing variance by a lot

• Variance is bounded in the beginning and is always ≥ 0

• Therefore, at some point global correlation must be low



Local-to-global correlation

• We expect rounding to be good if local correlation is small

• At some point global correlation must be low

• If low global correlation -> low local correlation, then we are good!

• For example, expanders has this property

• In fact low threshold-rank graphs have this property too!



Back to sparsest cut…

• Suppose we have an appropriate Lasserre hierarchy for sparsest 
cut

• At some point global correlation must be low

• If we can extract a vector configuration from the respective 
Lasserre solution, we can apply Steurer’s conjecture!



Summary

We have seen:

• What Lasserre hierarchy is

• How to round a Lasserre solution

• An overview of correlation rounding



Next time…

• Proving main results about correlation rounding

• Application to sparsest cut

• How Steurer’s conjecture -> subexp-time sparsest cut
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